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• Although large scale quantum computers have yet to be built, there are manyalgorithms which demonstrate their capabilities.
• For instance, the breaking of RSA encryption, widely used on the internet, usesShor’s algorithm.
• Shor’s algorithm factors large numbers in to 2 unique prime numbers.
• A quantum computer can also use Grover’s algorithm to select the correct cardin a game of “Four-card Monte” on the first try.
• A classical computer simulating human search patterns would take, on average,2½ tries to turn over the correct card.
• There is a demonstration of the quantum Four-card Monte game on the IBM websiteat https://www.research.ibm.com/ibm-q/quantum-card-test/
• These are things that humans simply cannot do.

https://research.ibm.com/ibm-q/quantum-card-test/










• McCulloch and Pitts first suggested the computational model of cognition in 1943.[doi: 10.1007/BF02478259]
• The most obvious product of the computational model of cognition is neural-nets.
• However, there are differences between neural-nets and human cognition.
• Neural-nets require extensive teaching to perform a task, whereas humans areable to self-direct learning.
• Human brains contain feedback, as well as feed-forward, loops. In neural-netsfeedback loops create mathematical instability.
• Such differences may be because neural-nets were designed to mimic the physicalbrain rather than cognitive processes.
• There is little evidence that cognition is algorithmic.
• That is not to say that humans can’t think and reason to algorithmic rules, onlythat there also appear to be non-algorithmic processes.
• Non-algorithmic cognition may include non-monotonic logic, where unexplainableconceptual or logical leaps are made.
• Abductive logic, where contextual knowledge or beliefs may override a purelysyntactic evaluation of data, is also an example of non-algorithmic cognition.

https://doi.org/10.1007/BF02478259




• Kurt Gödel created the “Incompleteness Theorem”.
• The Incompleteness Theorem says that within any non-trivial set of rules therewill always be questions that cannot be answered, and that no rules-based systemcan ever be complete.
• Because of this, the rules by which something is discovered cannot also be usedto demonstrate universal correctness — that would be a tautology.





• Roger Penrose’s work has been strongly influenced by people such as Gödel andEscher.
• In his 1989 book, “The Emperor’s New Mind”, Roger Penrose argues that humancognition cannot be described algorithmically.
• Roger Penrose believes that the brain is a deterministic, non-algorithmic system.
• “Deterministic” because consciousness has to be created by something.
• “Non-algorithmic” because it cannot be mathematically modelled.
• Roger Penrose argues that consciousness is the result of quantum gravity effectsin microtubules, which form part of the cytoskeleton of cells.
• Max Tegmark, however, has calculated that neurons fire 10,000 million times tooslowly to be compatible with quantum decoherence [arXiv:quant-ph/9907009].
• Because Roger Penrose’s model is specifically non-algorithmic it is very difficultto test empirically.

https://arxiv.org/abs/quant-ph/9907009




• Quantum Cognition is a “normative” research approach in Psychology.
• The starting point for normative research is a mathematically correct model ofhow a task should be done.
• Because the models are mathematical, or statistical, they lend themselves to researchin decision-making theory and game-play theory.
• In empirical research, instead of having 2 groups of participants it is common forthe mathematical model to take the place of one of the groups.
• Any differences in the approaches of the human participants to that demandedby the mathematical model gives insight into the nature of cognition.
• However, for this to be a robust research approach, the mathematical model mustdefinitely be correct — and quantum mathematics often gives different solutionsto classical mathematics.
• I would define Quantum Cognition as “a generalised mathematical approach forthe normative modelling of cognitive processes, and is derived from the principlesof quantum mechanics”.
• No claim is made that there are quantum mechanical processes in the brain.





• Quantum mechanics uses a different set of rules (the “axiomatic base”) to classicalmathematics.
• Quantum mechanics uses the von Neumann axioms and matrix mathematics,rather than classical Kolmogorov axioms.
• Because of this, the mathematics of quantum mechanics is “non-commutative”which means that A*B is usually not equal to B*A.
• The von Neumann axioms include the Kolmogorov axioms as a special case, sothey are the most general version of mathematics.





• Classical statistics often use a “joint-probability” mathematical space.
• This means that any 2 variables can be plotted against each other, irrespective ofhow silly the claim of a correlation might be.
• Quantum mechanics work in vector spaces.
• Instead of having precise points, there are vectors which give direction.
• These vectors are described mathematically by matrices.
• Using vector spaces would seem to be a very natural approach for Psychology.
• Psychologists often don’t want precise data about people, rather they are interestedin how things like beliefs and attitudes might be changing.







• Quantum mechanics relies upon a set of equivalences.
• The metric system is also based on a set of equivalences where 1 litre of waterweighs exactly 1 kilogram and occupies exactly 1 cubic metre of space.
• These equivalences allow the way in which things are looked at to be changedvery easily.
• For example, in Quantum mechanics it is possible to easily change from a wavefunction to probability by taking the square of a wave function’s amplitude. Thisis called “Born’s Rule” [doi:10.1126/science.122.3172.675].
• These equivalences might be just as useful in Psychology as they are in Physics.

https://doi.org/10.1126/science.122.3172.675






• Busemeyer & Bruza [doi:10.1017/CBO9780511997716] suggest that ordering effectscan be explained by quantum mechanics.
• They show that in a complex vector space, the position of the initial “state vector”is affected by the order in which items are considered.
• This change of position may affect the decision made.

https://doi.org/10.1017/CBO9780511997716






• The “Prisoner’s Dilemma” is an exercise in game-play theory.
• It is also a problem that occurs in the real world.
• The classic scenario is that the Police have arrested 2 people, but do not knowwhich of them committed a crime.
• The prisoners are in separate rooms and unable to communicate with each other.
• If both prisoners stay silent they will both serve 1 year in prison.
• If both prisoners say that the other committed the crime, then they will both serve2 years in prison.
• If one prisoner says that the other committed the crime, and the other stays silent,then the betrayer will walk free while the other will serve 3 years in prison.
• If the decision that the other prisoner is likely to make is ignored, it is always bestfor the prisoners to betray each other. This is the “dominant” outcome.
• However, if the other prisoner’s decision is taken into consideration, then it is betterfor both prisoners to stay silent since that leads to the “least worst” outcome.
• This dilemma results from the tension between the “Pareto Optimal” outcomeand the “Nash Equilibrium”.
• Flitney & Abbott [doi:10.1142/S0219477502000981], amongst others, have proposeda quantum version of the Prisoner’s Dilemma.

https://doi.org/10.1142/S0219477502000981


• If the choices faced by each prisoner are entangled then there exists a form ofcommunication between them.
• The ability to communicate changes the dominant outcome.
• Different degrees of entanglement will lead to different dominant outcomes.
• When 2 people are negotiating, it is hard to think of one person’s strategy separatelyfrom the other’s since both will respond to the behaviour of the other.
• This could be loosely thought of as a form of “entanglement”, and might suggestthat the quantum model of the Prisoner’s Dilemma is more appropriate for real-worldmodelling than the classical version.





• Bayes’ theorem is a way to calculate the likelihood of an event.
• The simplest version of Bayes’ theorem, the “Naïve Bayes’ Classifier”, calculateslikelihood by multiplying the marginal probabilities of events — but this assumesthat the data is “conditionally independent”. In other words, that the occurrenceof one datum does not affect another.
• When the data is “conditionally dependent” other formulae may be used, suchas the Expectation-Maximisation algorithm of Dempster, Laird, & Rubin [Jstor:2984875].
• What if whether the data is conditionally independent, or conditionally dependent,is unknown?
• Bond, He, & Ormerod [doi:10.1142/S0219749918500028] have addressed this problemusing quantum mechanics.
• A quantum mechanical “isomorphic representation” of contingency data allowsany question which might be asked to be answered through a simple rearrangementof terms.
• An “isomorphic representation” is a model which is mathematically identical tothe original, and keeps all the ordinal data while preserving the internal relationshipsthat exist between them.
• Experimental results demonstrate that the Quantum Bayes’ expression is a bettermodel of human likelihood estimation than the Naïve Bayes’ Classifier.

https://www.jstor.org/stable/2984875
https://doi.org/10.1142/S0219749918500028










• Conceptualising cognition as something that acts upon information demands alevel of algorithmic modelling which is almost certainly impossible to achieve.
• Flipping that proposition, however, gives a model in which information createscognition, and that is both non-algorithmic and non-deterministic.
• Information has the necessary internal relationships to provide the mathematicalstructure for cognition through its geometry, but this can only be expressed byusing quantum mechanical formalisms.
• Experimental data suggests than when people search for information it is not toidentify a discrete datum, but to establish the relationships between data.
• Using quantum mechanics it is possible to quantify those relationships, even whenvalues cannot be determined using classical mathematics.
• Such a model can, in part, explain dual-process theory, with apparent “fast” and“slow” processes merely being the difference in time taken to resolve relationshipswith high entropy, or degrees of freedom, as opposed to those with low entropy.
• Non-monotonicity assumes an algorithmic process. Without an algorithm, non-monotonicitymay be seen to be the result of non-determinism.
• A geometric model allows the generation of an initial solution in NP (“non-deterministic,polynomial time”) problems, and for them to be solved.
• The quantum “equivalences” allow a geometric model of cognition to be evaluatedmathematically.




